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Abstract
Transmission Expansion Planning (TEP) is one of the itapbrissues for planning power systems.tiebg Swarm
Optimization (PSO) is used as one the modern intelligent methods in the fields of Electrical Engineering and it can
generate acceptable solutions in comparison with other methods. In this papplying load demand by minimizing
costs in estiuctured envionment is consided as one of the majoequirements of power electric indugtrAlso load
demand and minimum costeacombined by doingultiple hierachical optimizationsA comparison between gposed
algorithm and PSO is done. Thesults show that PSO quces mar and various optimum solutions and it has an
understandable sticture in comparison with other algorithmalso it is shown that PSO gives choices to transmission
planners so that they can choose the suitatlgas which have maximutmmpatibilityin order to maintain the existing

lines as well as supply the fueuload.
Keywods: Restructured power systefiransmission Expansion Planning; Particle Swarm Optimization
(PSO)

1. Introduction
TEP includes planning for all the changes required in transmission part, in other ViziPdsakes
balance between predicted load demand and supplied power by minimizing investment and operating
costs.Also it should consider technical, economical and environmental constraints in a long term
planning.ThenTEPis a complicated, nonlinear and synthetic optimization problem. Solutions should
include the type and quality of transmission equipment, their location in power system and yearly
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TRANSMISSION EXRANSION PLANNING BASED ON PSO

overall timing for desired plannindppearance of various uncertainties in investment decisions and
increasing load demand, also future location and number of plants make this issue intensely risky and
synthetic'. To solveTEPproblem, various static and dynamic models are represented in order to reduce
complication and computation timeOld optimization techniques are based on searching solutions for
the problem and they need to long time for computingleuristic methods as a part of new methods
which are initiated from classics optimization iterative methods have been used interesting procedure
for finding the best solutiofr. However these methods cannot guarantee reaching to overall optimum
solution, too. Meta-heuristic methods aefive tools for solving complicated optimization problems
can produce high quality solutions and their computational time is appropriate. Nowadays, meta-heuristic
techniques such as PSO can successfully solve optimization problem related to powergystems

In this paperPSO is applied to a test power system ( 6-bus Garver system) and optimum solution of
object function for &tic Transmission Expansion Planning (STEP) is investigdtbs. method is
simpler than a multilevel model and is a robust method for solving integer programming problems in
which there are many local optimum solutionde&tiveness of PSO in proposed system is investigated
by comparing the resulting solutions to other methdlen a proposed algorithm is introduced and the
results of using this algorithm are investigated.

The rest of this paper isganized as followThe structure of PSO is described in section 2. Section
3 includes proposed algorithm and its implementation. In section 4, the results of PSO implementation
is analyzed and its advantages than other algorithm are examined. Conclusion is presented in section 5

2. Concepts of PSO Optimizatigigorithm
In this section, we introduce PSO method based on optimizing mathematicéftostter that, the
mathematical model applied to STEP problem is explained.

2.1.PSO Principles:Swarm intelligence is a branch of artificial intelligence studying complicated
social behaviors in decentralized systems which are automaticglyined and have a social
structure. Swarms are the basis of gathering behaviors and features of all intelligence groups; they
are based on the following five principles:

Vicinity (proximity): the ability to show the extent and time of calculations

Quality: the population responsibility to the environmental quality factors

Distinct Reaction: the productivity of an infinitive set offdient reactions
Stability: the ability to maintain the constant behavior under smoothly environmental changes

AR

Best Experienced
FPosition

Current Position

==

Best Particle

Fig.1.Vector representation for describing equations of particles behavior
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ZARINITABAR, ABDI AND FATTAHI
5. Fitness: the ability to change behavior during change imposition by external factors.
The basis of PSO algorithm is that the best experience or position obtained by each factor will be
recorded and then will be extended to each component or/ and total population. Fig.1 and Fig.2 show
the above described procedure.

Best Experienced Best Experienced Best Experienced
Position Position Position

New Positicn New Position

Current

Current Passitin

Possitin

Best Particle Best Particle Best Particle

Fig.2.The procedure of moving the position of the best swarm to the new position

In a mathematical framework, 4 — R®) s the search space aif: A — ¥ © R™)is objective
function then available population in this space will be named swarm and the individual of this population

will be called particle.
Each swarm can be defined as a set of N particles:

S=(xi,xi2,...xim) (1)
Where
Xi=(Xi1xi2,...xim) A i=1,2,..N

N is a function which is determined by user and it is related to the parameters of the problem. Each
particle can includen vector component which are defined the other dimension of the problem.

fx), the objective function is given for all the points of existing spadkerefore each particle is

a unique function dii=f (xi) (7Y values. It is supposed that particles move repeatedly in Apadgust
their positions and pick up speed, where:

Vi= Vil Vi2,... . MmT 2)

Fori=1,2,....,N.Particles velocity is adjusted by the resulting data from previous iteration step of
algorithm.This requirement is performed in each period of mem@ny the other hand, each particle
can save the best position which is faced to during the searchieigwe have:

P={p1,p2,...pm} 3)
P is a set of memories includes the best positions in which each particle is always located; where:

Pi= (PyPys-- Py 'LA
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TRANSMISSION EXRANSION PLANNING BASED ON PSO

Andi=1, 2,...,N..By minimizing the problem and considering g as the index of best position with
smallest value in P function for a given t iteration, the first definition of PSO is as bellow:

vijt+1=vijt+c1R1pijt—xijt+c2R2pgit-xijt  (4)

xijt+1=xijt+vijt+1 (5)

Where

i=12,....Nand j=1, 2, ..., M.

t shows the number of iterations, &d R are random values which are uniformly distributed
between [0, 1]. c1 and c2 are importance factors which are respectively named cognitive and social
parametersAfter updating and evaluating particles, in each iteration the best position (memory) also
updatesAfter that, in each iteration the index of new g is determined in order to update the best
complicated positions.

2.2. Mathematical Modeling- DC Model
The existing mathematical model is very similar to DC model which is described as follow:

minvik.,De NckInkl (6)
Se+g=d (7)
fkl-ykInklO+nkl6k+61=0, (8)
fklEnklO+nkifkl , (9
D=sg<=g (10)
0=nkl=nkl (11)

ol,fkl are infinitive.Also (k,I) €N in which Crl YKI, My HEJ’ fkl and fm are respectively

related to the cost of adding one circuit to the forward dire&tibreircuit sensitivityk-l: the number
of existing circuit in the studied circuit, total load flow and maximum load flow corresponding to it for
each existing circuit in forward directidnl.

Variablev is the investment outla$ is the transposed of nodes and brandhiessection matrix of

studied power systerfijs a vector of f,; element, g is a vector gf elements (produced inbus)
which its maximum is g, d is demand VECil,, is the maximum number of circuits which can add to

forward directiork-l, g, is the phase angle dfbus andQ is a set of all forward directions.

The objective function is considered as (B)e constraints shown in (7) are represented power
protection in each nod&hese restrictions are modeled in DC equivalent circuit of network by KCL.
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ZARINITABAR, ABDI AND FATTAHI

The restriction mentioned in (8) is related to apply ohm law to DC equivalent circuit of nefilwerk.
KVL is considered in calculations and these constraints are nonlinear

3. Method oAlgorithm Implementation
In this section, PSO implementationTiBP problem is explained and thdexftiveness of algorithm is
examined.
3.1. Implementationt&ps of PS@lgorithm

1) Entering the electrical network data

2) Adjusting PSO parameters (i.e. swarm size, number of neighbors, maximum number of iterations,
first iteration and etc.)

3) Initializing particles positions and random velocities.

4) Evaluating objective function by using of DC model which is described in section (2.2).

5) Updating the best individual characteristics and local positions of particles.

6) If considered stop criteria are not enough, these steps must be added:

6-1) increasing the number of iterations

6-2) updating the velocity of each particle by the equations (4, 5, 14)

6-3) examining the velocity constraints

6-4) updating the swarm

6-5) examining the swarm constraints

6-6) evaluating the objective function by using of DC model shown in section (2.2)

6-7) updating the best generalities, characteristics and local positions of particles

7) Finish.

3.1.1. Network Dataln normal case, the data used for STEP implementation is depended on electrical
networks conditiond he problem dimensions are considered by using the number of forward direction
in which the possibility of adding circuits to the system based on load flow and load patterns is exist.

3.1.2. Setting the ParameterSome parameters are very important to ensure PSO gemeerThe
number of particles (N) is a dependent parameter to the problem which can choose based on the
importance of problenThe values of parameters are identified by trial and étror

3.1.3. Initializing the swarm and velocitieldere, similar random initialization technique is used which
is an evolutionary computational methdthis method just includes random vectors with the same
distribution probabilities defined between [0, Then produced values in corresponding search
space are divided and particles and velocities corresponding to them are adjusted based on their
limitations.

3.1.4. Swarms and velocity constraint&ar limiting the search space, maximum and minimum
constraints are defined for each patrticle. In this problem, the number of forward circuits in the main
electrical network isminand the maximum number of forward circuits for each directizmasx.

These two quantities are defined as the particles liAstaell, components velocities are examined
to maintain it respectively between the constramtsaxandvmax in whichvmaxis supposed as
2xXmax.

3.1.5. Evaluating of Objective Functioifo meet the existing constraints, the objective function (6) is
slightly modified and written as follow:

FO = f(x)+p(x) (12)

xi=nilni2...., nim.x€AcCRkn
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TRANSMISSION EXRANSION PLANNING BASED ON PSO

X is a vector including the number mf circuits for each particle with importance degree of m —
here the number of forward directions candidate for adding to circuits- which is added tcleach
forward direction .

P(x) is penalty function that defines as below:
Zero, ifx is a feasible point in search space.

P1, ifxis a broken constraint in equations.

3. (P2*nl), if x is a brokertonstraint of equation.

Wherenl is the number of lines in which load flow is exceeded of the liMitgen limitations are
exist, it is possible to have an algorithm which does not consider isolated nodes of power network and
becomes convgence to a feasible solutioks well, adding some constraints to the problem will be
very simple.

3.1.6. Updating velocities and swar8iTEPis formulated by integer variabldherefore, the equation

(4) is moderated to some extent and shown as follow:

Xijt+ 1=roundxijt+vijt+ 1] (24)

Therefore, is instantly updating by varying the position of equation; then its answer will be rounded to
nearest integer

3.1.7. $op Criterion: Here, two criteria are used to stop the algorithm. First, the maximum number of
allowed iterations which are restricted to the number of evaluation functions. Since the studied
system with known solutions is used, the second stop criterion is related to futurgyenogen

known values of function.t&pped searching also can be used as another stop criterion. Furthermore,

the number of evaluation functions can be considered as a stop criterion.

N

4. Results
Here, a test system (6-bus Garver system) is used: this 6 bus system has 15 candidate branch with tote
load of 760MW The maximum lines which are acceptable in each forward direction equal to 4. PSO is
successful in reaching to optimum values for systéhs system is frequently used in various
publications and studies of transmission system planning as a very famous test system. Complete list of
required data are availabletfi“
Now, for better understanding about théeef of
PSO, we overview the results of a typical proposed
algorithm using previously imEP problem!® and then
compare it to the explained PSO algorithm. Required
data and the process of performing algorithm are
available int®. After performing the related algorithm,
the lines marked by dotte lines are added to Garver
system.
PSO algorithm implements and runs in MAQAB.

The function of evaluating process can be generated by
DC model introduced in section (2.2he tests can be
done without considering generation timimge results

Fig.3. Schematic Garver system after  of solving this system are shown in figure4. Here, the

applying propose d algorithmin[15] PSO efectiveness applying to transmission expansion
planning is represented and its related data are analyzed lasetest is done with 300 iterations. One
of the advantages of PSO is that most of its parameters are adjusted automatadlyey the most
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sensitive parameter in this problem is swarm size that is common for all PSO techniques and it is
determined through a combination of experiences resulting from trial and@eraeration Unit Size

Cost (US$=200,000) is considered without further planning of generdiom bellow tables are
represented in order to compare tHe@fof Swarm Size (SS) in algorithm conyence. It is seen that

by increasing the swarm size, the success rate of algorithm is increased. In the bellow tables, u is a

parameter using for conyg@ng the algorithm.

T A B L E 1Examination of PSO effectiveness by using SS=60

PSO
u=0 u=0.5 u=1
TestTime 100 100 100
Success Rate 100 88 50
Average of Iterations 29 11 10
Standard Deviation of Iterations 8 2 5
Average Evaluation Function 1753 656 1215
T A B L E 2Examination of PSO effectiveness by using SS=80
PSO
u=0 u=0.5 u=1
TestTime 100 100 100
Success Rate 100 89 60
Average of Iterations 28 11 12
Standard Deviation of Iterations 7 4 4
Average Evaluation Function 2244 883 1922

Convegence procedure of PSO algorithm is shown in figure 5.

—
[ s

—
W
L]
=
:
F
X
M
it
]
Q
O

100 150
Iterations

Fig.5.Convergence procedure of PSO in the above problem

By performing PSO, bellow circuits are adding to 6-bus Garver system:

n,=1 ,n,=2and n, =4.

3-5
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BO

188.1
3 L4
ge = 545 160

Fig.4. Optimum schematic of transmission system expansion in a 6-bus Garver system by using PSO

5.Conclusion
By comparing the results of two above algorithms, it is obvious that PSO produces various and more optimum solutions.
Also in comparison with other algorithms, PSO has a routine and intelligible structure which is one the advantages of this
algorithm. From the above test, it was found that using PSO can make a choice for transmission planners to choose the bes
optimum directions having maximum compatibility in order to maintain existing lines and also supply the future load. If
economic issues are not propounded, PSO can easily determine new required lines to supply the future load demand.
Considering economic issuesTi&P problem by using PSO is a new idea which is necessary to be addressed to it.
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