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Abstract
Transmission Expansion Planning (TEP) is one of the important issues for planning power systems. Particle Swarm
Optimization (PSO) is used as one the modern intelligent methods in the fields of Electrical Engineering and it can
generate acceptable solutions in comparison with other methods. In this paper, supplying load demand by minimizing
costs in restructured environment is considered as one of the major requirements of power electric industry; Also load
demand and minimum cost are combined by doing multiple hierarchical optimizations. A comparison between proposed
algorithm and PSO is done. The results show that PSO produces more and various optimum solutions and it has an
understandable structure in comparison with other algorithms. Also it is shown that PSO gives choices to transmission
planners so that they can choose the suitable routes which have maximum Compatibility in order to maintain the existing
lines as well as supply the future load.

Keywords: Restructured power system; Transmission Expansion Planning; Particle Swarm Optimization
(PSO)

1. Introduction
TEP includes planning for all the changes required in transmission part, in other words TEP makes
balance between predicted load demand and supplied power by minimizing investment and operating
costs. Also it should consider technical, economical and environmental constraints in a long term
planning. Then TEP is a complicated, nonlinear and synthetic optimization problem. Solutions should
include the type and quality of transmission equipment, their location in power system and yearly
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overall timing for desired planning. Appearance of various uncertainties in investment decisions and
increasing load demand, also future location and number of plants make this issue intensely risky and
synthetic 1. To solve TEP problem, various static and dynamic models are represented in order to reduce
complication and computation time 2. Old optimization techniques are based on searching solutions for
the problem and they need to long time for computing 1,2. Heuristic methods as a part of new methods
which are initiated from classics optimization iterative methods have been used interesting procedure
for finding the best solution 3-5. However these methods cannot guarantee reaching to overall optimum
solution, too. Meta-heuristic methods as effective tools for solving complicated optimization problems
can produce high quality solutions and their computational time is appropriate. Nowadays, meta-heuristic
techniques such as PSO can successfully solve optimization problem related to power systems 6,7.

In this paper, PSO is applied to a test power system ( 6-bus Garver system) and optimum solution of
object function for Static Transmission Expansion Planning (STEP) is investigated. This method is
simpler than a multilevel model and is a robust method for solving integer programming problems in
which there are many local optimum solutions. Effectiveness of PSO in proposed system is investigated
by comparing the resulting solutions to other methods. Then a proposed algorithm is introduced and the
results of using this algorithm are investigated.

The rest of this paper is organized as follow: The structure of PSO is described in section 2. Section
3 includes proposed algorithm and its implementation. In section 4, the results of PSO implementation
is analyzed and its advantages than other algorithm are examined. Conclusion is presented in section 5.

2. Concepts of PSO Optimization Algorithm
In this section, we introduce PSO method based on optimizing mathematical tools 8-12. After that, the
mathematical model applied to STEP problem is explained.

2.1.PSO Principles: Swarm intelligence is a branch of artificial intelligence studying complicated
social behaviors in decentralized systems which are automatically organized and have a social
structure.  Swarms are the basis of gathering behaviors and features of all intelligence groups; they
are based on the following five principles:

1. Vicinity (proximity): the ability to show the extent and time of calculations
2. Quality: the population responsibility to the environmental quality factors
3. Distinct Reaction: the productivity of an infinitive set of different reactions
4. Stability: the ability to maintain the constant behavior under smoothly environmental changes

Fig.1. Vector representation for describing equations of particles behavior
55
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5. Fitness: the ability to change behavior during change imposition by external factors.

The basis of PSO algorithm is that the best experience or position obtained by each factor will be
recorded and then will be extended to each component or/ and total population. Fig.1 and Fig.2 show
the above described procedure.

In a mathematical framework, if ( ) is the search space and ( ) is objective
function then available population in this space will be named swarm and the individual of this population
will be called particle.

Each swarm can be defined as a set of N particles:
S=(xi,xi2,...xim) (1)
Where
xi= (xi1,xi2,...,xim)∈ A i= 1,2,...N

N is a function which is determined by user and it is related to the parameters of the problem. Each
particle can include m vector component which are defined the other dimension of the problem.

, the objective function is given for all the points of existing space A, therefore each particle is

a unique function of fi=f (xi)∈ Y values. It is supposed that particles move repeatedly in space A, adjust
their positions and pick up speed, where:

Vi= Vi1,Vi2,...,VimT (2)

For i= 1,2,….,N. Particles velocity is adjusted by the resulting data from previous iteration step of
algorithm. This requirement is performed in each period of memory.  On the other hand, each particle
can save the best position which is faced to during the searching. Then we have:

P={ p1,p2,...,pm} (3)

P is a set of memories includes the best positions in which each particle is always located; where:

p
i 
= ( p

i1
,p

i2
,…,p

im
)T∈ A

Fig.2. The procedure of moving the position of the best swarm to the new position



And i=1, 2,…,N.. By minimizing the problem and considering g as the index of best position with
smallest value in P function for a given t iteration, the first definition of PSO is as bellow:

Where
i  = 1,2,….,N  and   j = 1, 2, …, M.
t shows the number of iterations, R

1
 and R

2
 are random values which are uniformly distributed

between [0, 1]. c1 and c2 are importance factors which are respectively named cognitive and social
parameters. After updating and evaluating particles, in each iteration the best position (memory) also
updates. After that, in each iteration the index of new g is determined in order to update the best
complicated positions.

2.2. Mathematical Modeling- DC Model
The existing mathematical model is very similar to DC model which is described as follow:

θl,fkl are infinitive. Also  in which  ,ykl, , , fkl and   are respectively

related to the cost of adding one circuit to the forward direction k-l‘  circuit sensitivity k-l‘  the number
of existing circuit in the studied circuit, total load flow and maximum load flow corresponding to it for
each existing circuit in forward direction k-l.

Variable v is the investment outlay, S is the transposed of nodes and branches’ intersection matrix of

studied power system, f is a vector of   element, g is a vector of gr elements (produced in r bus)

which its maximum is g , d is demand vector,  is the maximum number of circuits which can add to

forward direction k-l,  is the phase angle of  l bus, and Ω is a set of all forward directions.

The objective function is considered as (6). The constraints shown in (7) are represented power
protection in each node. These restrictions are modeled in DC equivalent circuit of network by KCL.

TRANSMISSION EXPANSION PLANNING BASED ON PSO
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The restriction mentioned in (8) is related to apply ohm law to DC equivalent circuit of network. Then
KVL  is considered in calculations and these constraints are nonlinear.

3. Method of Algorithm Implementation
In this section, PSO implementation in TEP problem is explained and the effectiveness of algorithm is
examined.
3.1. Implementation Steps of PSO Algorithm

1) Entering the electrical network data
2) Adjusting PSO parameters (i.e. swarm size, number of neighbors, maximum number of iterations,

first iteration and etc.)
3) Initializing particles positions and random velocities.
4) Evaluating objective function by using of DC model which is described in section (2.2).
5) Updating the best individual characteristics and local positions of particles.
6) If considered stop criteria are not enough, these steps must be added:
6-1) increasing the number of iterations
6-2) updating the velocity of each particle by the equations (4, 5, 14)
6-3) examining the velocity constraints
6-4) updating the swarm
6-5) examining the swarm constraints
6-6) evaluating the objective function by using of DC model shown in section (2.2)
6-7) updating the best generalities, characteristics and local positions of particles
7) Finish.

3.1.1. Network Data : In normal case, the data used for STEP implementation is depended on electrical
networks conditions. The problem dimensions are considered by using the number of forward direction
in which the possibility of adding circuits to the system based on load flow and load patterns is exist.

3.1.2. Setting the Parameters : Some parameters are very important to ensure PSO convergence. The
number of particles (N) is a dependent parameter to the problem which can choose based on the
importance of problem. The values of parameters are identified by trial and error 11.

3.1.3. Initializing the swarm and velocities : Here, similar random initialization technique is used which
is an evolutionary computational method. This method just includes random vectors with the same
distribution probabilities defined between [0, 1]. Then produced values in corresponding search
space are divided and particles and velocities corresponding to them are adjusted based on their
limitations.

3.1.4. Swarms and velocity constraints : For limiting the search space, maximum and minimum
constraints are defined for each particle. In this problem, the number of forward circuits in the main
electrical network is xmin and the maximum number of forward circuits for each direction is xmax .
These two quantities are defined as the particles limits. As well, components velocities are examined
to maintain it respectively between the constraints -vmax and vmax, in which vmax is supposed as
2xmax.

3.1.5. Evaluating of Objective Function : To meet the existing constraints, the objective function (6) is
slightly modified and written as follow:
F0 = f(x)+p(x) (12)

fx =(k,l)∈Ω cklnkl (13)
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x is a vector including the number of n
kl
  circuits for each particle with importance degree of m –

here the number of forward directions candidate for adding to circuits- which is added to each k-l
forward direction .

P(x) is penalty function that defines as below:
1. Zero, if x is a feasible point in search space.
2. P1, if x is a broken constraint in equations.
3. (P2*nl), if x is a broken constraint of equation.

Where nl is the number of lines in which load flow is exceeded of the limits. When limitations are
exist, it is possible to have an algorithm which does not consider isolated nodes of power network and
becomes convergence to a feasible solution. As well, adding some constraints to the problem will be
very simple.
3.1.6. Updating velocities and swarm: STEP is formulated by integer variables. Therefore, the equation

(4) is moderated to some extent and shown as follow:

xijt+ 1=round[xijt+vijt+ 1] (14)

Therefore,  is instantly updating by varying the position of equation; then its answer will be rounded to
nearest integer.

3.1.7. Stop Criterion: Here, two criteria are used to stop the algorithm. First, the maximum number of
allowed iterations which are restricted to the number of evaluation functions. Since the studied
system with known solutions is used, the second stop criterion is related to future convergence in
known values of function. Stepped searching also can be used as another stop criterion. Furthermore,
the number of evaluation functions can be considered as a stop criterion.

4. Results
Here, a test system (6-bus Garver system) is used: this 6 bus system has 15 candidate branch with total
load of 760MW.  The maximum lines which are acceptable in each forward direction equal to 4. PSO is
successful in reaching to optimum values for system. This system is frequently used in various
publications and studies of transmission system planning as a very famous test system. Complete list of

required data are available in 13,14.
Now, for better understanding about the effect of

PSO, we overview the results of a typical proposed
algorithm using previously in TEP problem 15 and then
compare it to the explained PSO algorithm.  Required
data and the process of performing algorithm are
available in 15. After performing the related algorithm,
the lines marked by dotte lines are added to Garver
system.

PSO algorithm implements and runs in MATLAB.
The function of evaluating process can be generated by
DC model introduced in section (2.2). The tests can be
done without considering generation timing. The results
of solving this system are shown in figure4. Here, the
PSO effectiveness applying to transmission expansion

planning is represented and its related data are analyzed later. This test is done with 300 iterations. One
of the advantages of PSO is that most of its parameters are adjusted automatically.  However, the most

 

Fig.3. Schematic Garver system after 
applying propose d algorithm in [15]
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sensitive parameter in this problem is swarm size that is common for all PSO techniques and it is
determined through a combination of experiences resulting from trial and error. Generation Unit Size
Cost (US$=200,000) is considered without further planning of generation. Two bellow tables are
represented in order to compare the effect of Swarm Size (SS) in algorithm convergence. It is seen that
by increasing the swarm size, the success rate of algorithm is increased. In the bellow tables, u is a
parameter using for converging the algorithm.
T A B L E 1 Examination of PSO effectiveness by using SS=60

PSO
u = 0 u =0.5 u=1

Test Time 100 100 100
Success Rate 100 88 50
Average of Iterations 29 11 10
Standard Deviation of Iterations 8 2 5
Average Evaluation Function 1753 656 1215

T A B L E 2 Examination of PSO effectiveness by using SS=80

PSO
u = 0 u =0.5 u=1

Test Time 100 100 100
Success Rate 100 89 60
Average of Iterations 28 11 12
Standard Deviation of Iterations 7 4 4
Average Evaluation Function 2244 883 1922

Convergence procedure of PSO algorithm is shown in figure 5.

By performing PSO, bellow circuits are adding to 6-bus Garver system:

n3-5=1   ,  n4-6 = 2 and   n2-6 =4.

Fig.5.Convergence procedure of PSO in the above problem
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5.Conclusion
By comparing the results of two above algorithms, it is obvious that PSO produces various and more optimum solutions.
Also in comparison with other algorithms, PSO has a routine and intelligible structure which is one the advantages of this
algorithm.  From the above test, it was found that using PSO can make a choice for transmission planners to choose the best
optimum directions having maximum compatibility in order to maintain existing lines and also supply the future load. If
economic issues are not propounded, PSO can easily determine new required lines to supply the future load demand.
Considering economic issues in TEP problem by using PSO is a new idea which is necessary to be addressed to it.

REFERENCES
1M. OLOOMI BUYGI. H. M. SHANECHI. G. BALZER & M. SHAHIDEHPOUR. “Transmission Planning Approaches

in Restructured Power Systems.”IEEE 2003 Bologna Power Tech Conference, June 23-26, Bologna, Italy.
2GERARDO LATORRE , RUBÉN DARÍO CRUZ. JORGE MAURICIO AREIZA & ANDRÉS VILLEGAS. “Classification of

Publications and Models on Transmission Expansion Planning” IEEE TRANSACTIONS ON POWER
SYSTEMS, VOL. 18, NO. 2, MAY 2003.

3MUHAMMAD  RASHID, “Combining PSO Algorithm and Honey Bee Food Foraging Behavior for Solving
Multimodal and Dynamic Optimization Problems”, Department of Computer Science. National University of
Computer & Emerging Sciences, Islamabad, Pakistan. (February 2010)

4M. MAHDAVI, H. MONSEF, A. BAGHERI.” Transmission Lines Loading Enhancement Using ADPSO Approach”
International Journal of Electrical and Electronics Engineering 4:6 2010.

5MANUEL COSTEIRA DA ROCHA & JOÃO TOMÉ SARAIVA.”Discrete Evolutionary Particle Swarm Optimization
for Multiyear Transmission Expansion Planning” 17th Power Systems Computation Conference. Stockholm
Sweden - August 22-26, 2011.

6DEL VALLE , et.al, “Par ticle Swarm Optimization: Basic Concepts, Variants and Applications in Power
Systems” IEEE Transactions on Evolutionary Computation, Vol. 12, No. 2, April 2008

7H. SHAYEGUI, M. MAHDAVI , A. BAGHERI, “Discrete PSO algorithm based optimization of transmission lines
loading in TNEP problem”, Energy Conversion and Management, pp. 112-121, Elsevier, October 2009

8MIRANDA, “Evolutionary Algorithms with Particle Swarm Movements”, Proceedings of the 13th International
Conference on Intelligent Systems Application to Power Systems, pp 6-21, 6-10 Nov. 2005.

9V. MIRANDA , HRVOJE KEKO, ALVARO JARAMILLO , “EPSO: Evolutionary Particle Swarms,” en Advances in
Evolutionary Computing for System Design, Serie: Studies in Computational Intelligence, vol 66, L. Jain, V.
Palade, D. Srinivasan, Eds. Springer, 2007, pp 139-168.

 

Fig.4. Optimum schematic of transmission system expansion in a 6-bus Garver system by using PSO

TRANSMISSION EXPANSION PLANNING BASED ON PSO

61



10K. PARSOPOULUS, M. VRAHATIS, “Par ticle Swarm Optimization and Intelligence: Advances and
Applications”, ISBN 978-1-61520-666-7, Information Science Reference, USA, 2010.

11CLERC, “Par ticle Swarm Optimization”, ISBN 978-1-905209-04-0, ISTE, Great Britain, 2006.
12J. KENNEDY, R. EBERHART, “Swarm Intelligence”, ISBN 1-55860-595-9,  Academic Press, USA, 2001.
13R. ROMERO, A. MONTICELLI, A. GARCÍA, S. HAFFNER, “Test systems and mathematical models for transmission

network expansion planning”, IEE Proc.-Gener. Transm. Distrib. Vol. 149, No. 1, pp. 27-36, January 2002.
14R. ROMERO, C. ROCHA, J.R.S. MANTOVANI , I.G. SANCHEZ, “Constructive heuristic algorithm for the DC

model in network transmission expansion planning”, IEEE Proc.-Gener. Transm. Distrib., Vol.152, No. 2, pp.
277- 282, March 2005.

15G R KAMYAB, H RAJABI MASHADI , M FOTOHI. “Network Transmission Expansion Planning for Increasing
competition and Decreasing Energy Not Supplied”. 21th  international power system conference. Tehran iran.
98-F-PSS-651

ZARINITABAR, ABDI AND FATTAHI

62



Note for Contributors

SUBMISSION OF PAPERS

Contributions should be sent by email to Dr. Maneesha Shukla Editor-in-Chief, Anvikshiki, The Indian Journal of Research

(((((maneeshashukla76@rediffmail.com). ). ). ). ). www.onlineijra.com

Papers are reviewed on the understanding that they are submitted solely to this Journal. If accepted, they may not be
published elsewhere in full or in part without the Editor-in-Chief’s permission. Please save your manuscript into the
following separate files-Title; Abstract; Manuscript; Appendix. To ensure anonymity in the review process, do not include
the names of authors or institution in the abstract or body of the manuscript.

Title: This title should include the manuscript, full names of the authors, the name and address of the institution from which
the work originates the telephone number, fax number and e-mail address of the corresponding author. It must also include
an exact word count of the paper.

Abstract: This file should contain a short abstract of no more than 120 words.

MANUSCRIPT: This file should contain the main body of the manuscript. Paper should be between 5 to 10 pages in
lenth,and should include only such reviews of the literature as are relevant to the argument. An exact word count must be
given on the title page. Papers longer than 10 pages (including abstracts, appendices and references) will not be considered
for publication. Undue length will lead to delay in publication. Authors are reminded that Journal readership is abroad and
international and papers should be drafted with this in mind.

 References should be listed alphabetically at the end of the paper, giving the name of journals in full. Authors must check
that references that appear in the text also appear in the References and vice versa. Title of book and journals should be
italicised.

Examples:

BLUMSTEIN,A.and COHEN,J.(1973),’A Theory of Punishment’ Journal of Criminal Law and Criminology,64:198-207

GUPTA,RAJKUMAR(2009),A Study of The Ethnic Minority in Trinidad in The Perspective of Trinidad Indian’s Attempt to

Preserve Indian Culture, India: Maneesha Publication,

RICHARDSON,G(1985),Judicial Intervention in Prison Life’, in M. Maguire ,J. Vagg and R. Morgan, eds., Accountability

and Prisons,113-54.London:Tavistocs.

SINGH,ANITA.(2007),My Ten Short Stories,113-154.India:Maneesha Publication.

In the text,the name of the author and date of publication should be cited as in the Harvard system(e.g.Garland 1981:
41-2;Robertson and Taylor 1973;ii.357-9)If there are more than two authors, the first name followed by et al. is manadatory
in the text,but the name should be spelt out in full in the References. Where  authors cite them as XXXX+date of publication.

Diagrams and tables are expensive of space and should be used sparingly. All  diagrams, figures and tables should be in
black and white, numbered and should be referred to in the text.They should be placed at the end of the manuscript with
there preferred location indication in the manuscript(e.g.Figure 1 here).

Appendix: Authors that employ mathematical modelling or complex statistics should place the mathematics in a technical
appendix.

NOTE : Please submit your paper either by post or e-mail along with your photo, bio-data, e-mail Id and a self-addressed
envelop with a revenue stamp worth Rs.51 affixed on it. One hard copy along with the CD should also be sent.A self-
addressed envelop with revenue stamp affixed on it should also be sent for getting the acceptance letter. Contributors
submitting their papers through e-mail, will be sent the acceptance letter through the same. Editorial Board’s decision will
be communicated within a week of the receipt of the paper. For more information, please contact on my mobile before
submitting the paper. All decisions regarding members on Editorial board or   Advisory board   Membership will rest with
the Editor. Every member must make 20 members for Anvikshiki in one year. For getting   the copies of ‘Reprints’, kindly
inform before the publication of the Journal. In this regard, the fees will be charged from the author.

“ After submission, the manuscript is reviewed by two independent referees. If there is disagreement between the referees
, the manuscript is sent to third referee for review. The final decision is taken by the Editor in chief”.

COPYRIGHT of the papers published in the Journal shall rest with the Editor.


