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A NOVEL METHODOLOGY FOR SOFTVARE TEAMBUILDING
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Abstract

We already know the four Bof the poject management thatepeople, prblem, pocess & poject. The poject manager
has to know the ppetties of the people in der to manage their people wiseBoftwae teambuilding involves formation
of project team fom the available humaresouces depending upon the kind of candidatgqmt & the skill sets of the
people. For automating this decisioropess we @sent a hypothetical example using @amental Pareption Supevised
LearningAlgorithm and another appach using Decisionrée Learning methodology

An Artificial Neural Network (ANN) is an information-gressing paradigm that is inspd by the way biological
nervous system, such as the braimaass informationANNSs like people, learn by exampda ANN is configued for a
specific application, such as pattercognition or data classification, thugh a learning prcess.

In this paper we msent a novel methodology for softeraeambuilding usindNNs!. Decision Tee Learning can
also be used on the similaramds for the learning tasks.eVillso pesent softwar team formation for softwarpioject
management using Decisiore€ Learning apmach.

Keywods: DTL, Software Project Managemeiitambuilding, Supervised learnimg\N.

1. Introduction
An Artificial Neural Network (ANN) is an information-processing paradigm that is inspired by the way
biological nervous system, such as the brain, process infornraldis like people, learn by example.
An ANN #is configured for a specific application, such as pattern recognition or data classification,
through a learning proce%s8
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CHAUDHARY

We already know the 4 £bf the project manageménthat are people, problem, process & project.
Project manager has to manage these four things for successful software products. He has to know the
properties of the people in order to manage their people wigel\project manger focuses on problem
solving & high product qualityn this paper we propose the application of neural networks for software
teambuilding for a specific software projadie propose the use of Fixed Increment perceptron learning
algorithm, Supervised-learning moddor software teambuilding. Here we take a hypothetical example
to demonstrate how neural network helps project managers to select people for a particular software
project.We take into consideration the following personal properties for the decision making process.

1) Talent
2) Job Matching
3) Team building
4) Key Personal relations
5) Training

Table 1 shows the learning task represented by the training examples. Hergeiwattabute is
selection, which can be yes or no; determined by the personal properties of theTrexgdeare the
candidate fourteen training examples, which are just representative of the many possible combinations
of the cases that could ergerup for a particular persoive use these as the training examples for the
neural networks during the training phase by assigning appropriate weights to these properties.
Subsequently we present the same task of software team formation using decision tree learning.

2. Peception Model
The training algorithm of the perceptron is a supervised learning algorithm where weights are adjusted
to minimize error whenever the computed output does not match gle¢ ¢atput. Fig. 2 illustrates a
simple perceptron network.
T A B L E 1Fourteen Taining Example Set

Talent Job Matching Team Building  Key Personal Relation Training Selection
Low Poor Weak Poor Untrained No
Low Poor Strong Average Untrained No
Medium Poor Weak Good Untrained Yes
High Average Weak Good Untrained Yes
High High Strong Average Trained Yes
High High Weak Average Trained No
Medium High Strong Poor Trained Yes
Low Average Weak Good Untrained No
Low High Weak Good Trained Yes
High Average Strong Average Trained Yes
Low Average Strong Good Trained Yes
Medium Average Weak Good Untrained Yes
Medium Poor Weak Average Trained Yes
High Average Strong Poor Untrained No

A more general multiplayer feed forward perceptron has on intermediary layer
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Fig. 1 A Simple Perceptron Model

2.1 Application to Softwar Teambuilding
The Fourteen training data set shown in the table 1 is having 5 personal featuregexghtdiflues
assigned to each featufdese are the characteristics of the persons. Instead weights could be assigned
to these parameters depending upon the degree of detail the person is holding that specific feature.
These weighted features can be used as the set of training features to the Fixed increment perceptroi
learning algorithm to classify the selection as eitfes or No leading to a 2-classificaion problem.

3. Fixed Incement Pareption LearningAlgorithm
Fixed input perceptron learning algorithm for a classification problem with n input features (X1, X2,
X3...XN) and two output classes (0/1).
The algorithm is stated as below in Fig. 2.

Algorithm Fixed-IncfPercept-Lrng (X], Yj, W)

Sep 1:Create a perceptron with (N+1) input neurons X0, X1,.................. XN where X0=1 is the
bias value input. Let O be the output neuron.
Sep 2:Initialize W = (WO,W1, ..........ceentenns ,WN) to random weights.

Sep 3:lterate thought the input patterns Xj of the trainirsgt using the weight set, (i.e.)
computer the weighted sum ofinputs NETj =*“ XiW , i = 1 to N For each input pattern |.

Sep 4:Computer the outpuj using the step functiowj = f (NETj)) =1, NETj >0 =0, otherwise

Sep 5:Compare the computed outptwith the taget outputyj for each input pattern j. If all the
input patterns have beenlassified correctlyoutput the weights & exit.

Sep 6:0therwise, update the weights as given below:
If the computed outputj is 1 but should have been\Wj = Wi —A Xi, i
If the computed outputj is 0 but should have beenWj = Wi + A Xi,, i
HereA is the learning parameter & is a constant.

Sep 7:go to step 3.

End Fixed-IncfPercept-Lrng.
Fig. 2 Fixed-IncPercept-Lrnghlgorithm
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4. Decision Tee LearningAppraoch
Decision tree learningis one of the most widely used and practical methods for inductive learning. It
is a method for approximating decision-valuedy¢arfunctions, in which a decision tree represents,
learned function.

Here we take a hypothetical example to demonstrate how decision tree learning helps project manager
to select people for a particular candidate project.

The information gain for each property decides which one should be tested first. First to measure the
entropy if the taget attribute can take on cféifent values, than the entropy of S relative to this c-wise
classification is defined as :

C
Entropy (S) = -p, log2 p
i=1
Gain (SA) is the reduction in entropy caused by knowing the value of attibute
Gain (SA) = Entropy (S) - % (Sv/S) Entropy (Sv)
A aValues(A)

4.1.1 1.1 Gain Calculation foralent
Values (&lent) = Low Medium, High
S = [9+, 5]
S, €2+, 3-]
SMediumé[4+’ 0']
Sygn €3+, 2-]
Gain (S,Talent) = Entropy (S)Z (Sv/S) Entropy (Sv)
A &{Low, Medium, High}
= Entropy (S)-5/14 Entropy (Low)-4/14Entropy (Medium)-5/14 Entropy (High)
=0.94-5/14(0.97)-4/14(0)-5/14(0.97)
=0.247

Therefore, Gain (Slalent) = 0.247

1.1.1 Entopy (S) Calculation:

Entropy ([9+, 5-]) = -9/14log(9/14)-(5/14) log (5/14)
=0.94

4.2 1.2 Gain Calculation for Job Matching
Values (Job Matching) =Pqdverage, High
S=[9+, 5-]
Spoor [2+’ 2-]
Averageé [4+’ 2-]
Sygn <3+, 1]
Gain (S, Job Matching) = Entropy (SX-( Sv/ S ) Entropy (Sv)
A & {Poor Average, High}
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= 0.94-4/14 Entropy (Poor)-6/14 Entropy&age)-4/1Entropy (High)
=0.94-0.2857-6/14 (0.9182)-4/14(0121)

=0.94-0.91

=0.028

Therefore, Gain (S, Job Matching) = 0.028

4.3 1.3 Gain Calculation foréembuilding
Values (Bambuilding) =\8ak, $rong
S=[9+, 5-]
S, =[6+, 2-]

Spd3,37

Gain (S,Teambuilding)= Entropy (S)= ( Sv/S) Entropy (S\A & {weak, strong}
=0.94-8/14Entropy (Wak)-6/14Entropy (Srong)
=0.94-8/14(0.8127)-6/14(1.0)

=0.0478
Therefore, Gain (Seambuilding) =0.0478

4.4 1.4 Gain Calculation for Key Personal Relation
Values (Key Personal Relation) = Podrerage, Good

S=[9+, 5]

SPoorz[:l'-l-’ 2-]

SAverage: [3+’ 2-]
Good:[5+’ 1-]

Gain (S, Key Personal Relation) = Entropy ( &) ¢ Sv/ S ) Entropy (Sv)
A & {Poor, Average, Good}

=0.94-(3/14) Entropy (Poor)-(5/14) Entropy (Average) — (6/14) Entropy (Good)
=0.94-(3/14) (0.9182) — (5/14) (0.97) —(6/14) (0.65)
=0.1182

Therefore, Gain (S, Key Personal Relation) 1821

1.5 Gain Calculation for f&ining

Similarly,

Gain (Training) = 0.151
1.6 The information Gain values for allgpetties ae :

Gain (S,Talent) = 0.247

Gain (S, Job Matching) = 0.028

Gain (S,Teambuilding) = 0.0478

Gain (S, Key Personal Relation) = 08P

Gain (S,Training) = 0.151

Where S denotes the collection of all training examples.

According to the information Gain measure, the talent property provides the best prediction of the
target attribute selection, over the training examglasrefore talent is selected as the decision attribute
for the root node, and branches are created below the decision attribute for the root node.
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If Talent is medium we select the person for the project team. Otherwise, we take next gain ffroperty
Talent is low we make decision based on trainingalént is High, we consider key personal relation
as next gain value and continue to build the final decision tree as shown in the figure.

We can extend the similar approach for the project management activities based on decision tree
learning and helps project managers fdiceint project management and decision-making leading to
successful software projects.

5. Futue Work
Amongst the early NN architectures, Rosenld@erceptron has found a prominent place, though it
suffers from the drawback of weight determination only for linearly separable task.

| 1. Talent ]

7N
\1‘.|I._L"|'I

\'.
| [(3+24]

/..- I
g
P A

Medinm

i_.-"'ll-l I._I,- -

/ |
: |

. o =) & -
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SPER p— .
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Untrained Trained G Poor
| | | ]
MNa Yes Yes Mo
.'*I.'H.'T.'I;L
Teambuilding |
Ve
7N\
~ A4
i ™
Strong Weak
Yes | Mo |

Fig. Final DecisioriTree

We can carry out an analysis of applicability of other NiMe Back Propagation algorithm & its
variations, evolving neural networks for more optimized results. Decision learning method does provide
significantly improved decision making for software team formation.

However there is still scope for further optimization for the same by means of fuzzyfication of the
DTL approach presented earli@enetic algorithms is another important paradigm in machine learning
which could be deployed for achieving further improvements and obtaining satisfactory results. Evolving
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neural networks which combines thBN approach with Genetiglgorithms® can be of much use in
eventual optimization of software formation process for software project management.

6. Conclusion
Using artificial neural network and DTtan carry oufeambuilding for software project management. Formation of
Software team from the available human resources for a candidate software project is among the most challenging tasks
faced by project managei®his software engineering work can béaéntly performed usingNNs and DTL.
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