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A NOVEL METHODOLOGY FOR SOFTWARE TEAMBUILDING
USING ANNS

HEMANT KUMAR CHAUDHARY*
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Abstract
We already know the four P’s of the project management that are people, problem, process & project. The project manager
has to know the properties of the people in order to manage their people wisely. Software teambuilding involves formation
of project team from the available human resources depending upon the kind of candidate project & the skill sets of the
people. For automating this decision process we present a hypothetical example using incremental Perceptron Supervised
Learning Algorithm and another approach using Decision Tree Learning methodology.

An Artificial Neural Network (ANN) is an information-processing paradigm that is inspired by the way biological
nervous system, such as the brain, process information. ANNs like people, learn by example. An ANN is configured for a
specific application, such as pattern recognition or data classification, through a learning process.

In this paper we present a novel methodology for software teambuilding using ANNs 1. Decision Tree Learning can
also be used on the similar grounds for the learning tasks. We also present software team formation for software project
management using Decision Tree Learning approach.

Keywords: DTL, Software Project Management, Teambuilding, Supervised learning, ANN.

1. Introduction
An Artificial Neural Network (ANN) is an information-processing paradigm that is inspired by the way
biological nervous system, such as the brain, process information. ANNs like people, learn by example.
An ANN 4 is configured for a specific application, such as pattern recognition or data classification,
through a learning process 6,7,8.

*M.Tech in C.S., Singhania University (Rajasthan) India.
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We already know the 4 P’s of the project management 2,3 that are people, problem, process & project.
Project manager has to manage these four things for successful software products. He has to know the
properties of the people in order to manage their people wisely. The project manger focuses on problem
solving & high product quality. In this paper we propose the application of neural networks for software
teambuilding for a specific software project. We propose the use of Fixed Increment perceptron learning
algorithm, Supervised-learning mode 1,7 for software teambuilding. Here we take a hypothetical example
to demonstrate how neural network helps project managers to select people for a particular software
project. We take into consideration the following personal properties for the decision making process.

1) Talent
2) Job Matching
3) Team building
4) Key Personal relations
5) Training

Table 1 shows the learning task represented by the training examples. Here our target attribute is
selection, which can be yes or no; determined by the personal properties of the people. These are the
candidate fourteen training examples, which are just representative of the many possible combinations
of the cases that could emerge up for a particular person. We use these as the training examples for the
neural networks during the training phase by assigning appropriate weights to these properties.
Subsequently we present the same task of software team formation using decision tree learning.

2. Perceptron Model
The training algorithm of the perceptron is a supervised learning algorithm where weights are adjusted
to minimize error whenever the computed output does not match the target output. Fig. 2 illustrates a
simple perceptron network.
T A B L E 1 Fourteen Training Example Set

Talent Job Matching Team Building Key Personal Relation Training Selection
Low Poor Weak Poor Untrained No
Low Poor Strong Average Untrained No
Medium Poor Weak Good Untrained Yes
High Average Weak Good Untrained Yes
High High Strong Average Trained Yes
High High Weak Average Trained No
Medium High Strong Poor Trained Yes
Low Average Weak Good Untrained No
Low High Weak Good Trained Yes
High Average Strong Average Trained Yes
Low Average Strong Good Trained Yes
Medium Average Weak Good Untrained Yes
Medium Poor Weak Average Trained Yes
High Average Strong Poor Untrained No

A more general multiplayer feed forward perceptron has on intermediary layer.
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2.1 Application to Software Teambuilding
The Fourteen training data set shown in the table 1 is having 5 personal features with different values
assigned to each feature. These are the characteristics of the persons. Instead weights could be assigned
to these parameters depending upon the degree of detail the person is holding that specific feature.

These weighted features can be used as the set of training features to the Fixed increment perceptron
learning algorithm to classify the selection as either Yes or No leading to a 2-classificaion problem.

3. Fixed Increment Perceptron Learning Algorithm
Fixed input perceptron learning algorithm for a classification problem with n input features (X1, X2,
X3…XN) and two output classes (0/1).

The algorithm is stated as below in Fig. 2.

Algorithm Fixed-Incr-Percept-Lrng (Xj, Yj, W)

Step 1: Create a perceptron with (N+1) input neurons X0, X1,……………… XN where X0=1 is the
bias value input. Let 0 be the output neuron.

Step 2: Initialize W = (W0, W1, ………………., WN) to random  weights.
Step 3: Iterate thought the input patterns Xj of the trainingset  using the weight set, (i.e.)

computer the weighted sum ofinputs NETj = “ XiWi , i = 1 to N For each input pattern j.
Step 4: Computer the output Yj using the step function Yj = f (NETj) = 1 ,  NETj > 0 = 0,  otherwise
Step 5: Compare the computed output Yj with the target output Yj for each input pattern j. If all the

input patterns have  beenclassified correctly, output the weights & exit.
Step 6: Otherwise, update the weights as given below:

If the computed output Yj is 1 but should have been 0, Wi = Wi – A Xi,   i = 0, 1, 2, ………..N.
If the computed output Yj is 0 but should have been 1, Wi = Wi + A Xi,,  i = 0, 1, 2, ………….N.

Here A is the learning parameter & is a constant.
Step 7: go to step 3.

End Fixed-Incr-Percept-Lrng.
Fig. 2 Fixed-Incr-Percept-Lrng Algorithm
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4. Decision Tree Learning Appraoch
Decision tree learning 1 is one of the most widely used and practical methods for inductive learning. It
is a method for approximating decision-valued target functions, in which a decision tree represents,
learned function.

Here we take a hypothetical example to demonstrate how decision tree learning helps project manager
to select people for a particular candidate project.

The information gain for each property decides which one should be tested first. First to measure the
entropy, if the target attribute can take on c different values, than the entropy of S relative to this c-wise
classification is defined as :

c
                            Entropy (S)  = Σ -p

i
 log2 p

i

                                                    i=1

Gain (S, A) is the reduction in entropy caused by knowing the value of attribute A.
Gain (S, A) = Entropy (S)  -   Σ  ( Sv / S ) Entropy (Sv)

A å Values(A)

4.1.1 1.1 Gain Calculation for Talent

Values (Talent) = Low, Medium, High
S = [9+, 5-]
S

Low
ß[2+, 3-]

S
Medium

ß[4+, 0-]
S

High
ß[3+, 2-]

Gain (S, Talent) = Entropy (S) - Σ  ( Sv / S ) Entropy (Sv)
                                              A å {Low, Medium, High}

= Entropy (S)-5/14 Entropy (Low)-4/14Entropy (Medium)-5/14 Entropy (High)
= 0.94-5/14(0.97)-4/14(0)-5/14(0.97)
= 0.247

Therefore, Gain (S, Talent) = 0.247

1.1.1 Entropy (S) Calculation:
Entropy ([9+, 5-]) = -9/14log

2
 (9/14)-(5/14) log

2
 (5/14)

                            = 0.94

4.2 1.2 Gain Calculation for Job Matching
Values (Job Matching) =Poor, Average, High

S=[9+, 5-]
S

poor
 [2+, 2-]

S
Average

ß[4+, 2-]
S

High
ß[3+, 1-]

Gain (S, Job Matching) = Entropy (S) - Σ  ( Sv / S ) Entropy (Sv)
A å {Poor, Average, High}
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= 0.94-4/14 Entropy (Poor)-6/14 Entropy (Average)-4/14Entropy (High)
 = 0.94-0.2857-6/14 (o.9182)-4/14(0.81127)
= 0.94-0.911
=0.028

Therefore, Gain (S, Job Matching) = 0.028

4.3 1.3 Gain Calculation for Teambuilding
Values (Teambuilding) =Weak, Strong

S=[9+, 5-]
S

weak
=[6+, 2-]

S
strong

[3+,3-]
Gain (S, Teambuilding)= Entropy (S) - Σ  ( Sv / S ) Entropy (Sv) A å {weak, strong}
= 0.94-8/14Entropy (Weak)-6/14Entropy       (Strong)
= 0.94-8/14(0.81127)-6/14(1.0)
= 0.0478

Therefore, Gain (S, Teambuilding) =0.0478

4.4 1.4 Gain Calculation for Key Personal Relation
Values (Key Personal Relation) = Poor, Average, Good

S= [9+, 5-]
S

Poor
=[1+, 2-]

S
Average

=[3+, 2-]
S

Good
=[5+, 1-]

Gain (S, Key Personal Relation) = Entropy ( S ) - Σ  ( Sv / S ) Entropy (Sv)
                               A å {Poor, Average, Good}

= 0.94-(3/14) Entropy (Poor)-(5/14) Entropy (Average) – (6/14) Entropy (Good)
= 0.94-(3/14) (0.9182) – (5/14) (0.97)       – (6/14) (0.65)
= 0.1182

Therefore, Gain (S, Key Personal Relation) = 0.1182

1.5 Gain Calculation for Training
Similarly,
Gain (Training) = 0.151

1.6 The information Gain values for all properties are :
Gain (S, Talent) = 0.247
Gain (S, Job Matching) = 0.028
Gain (S, Teambuilding) = 0.0478
Gain (S, Key Personal Relation) = 0.1182
Gain (S, Training) = 0.151

Where S denotes the collection of all training examples.
According to the information Gain measure, the talent property provides the best prediction of the

target attribute selection, over the training examples. Therefore talent is selected as the decision attribute
for the root node, and branches are created below the decision attribute for the root node.

A NOVEL METHODOLOGY FOR SOFTWARE TEAMBUILDING USING ANNS
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If Talent is medium we select the person for the project team. Otherwise, we take next gain property. If
Talent is low we make decision based on training. If Talent is High, we consider key personal relation
as next gain value and continue to build the final decision tree as shown in the figure.

We can extend the similar approach for the project management activities based on decision tree
learning and helps project managers for efficient project management and decision-making leading to
successful software projects.

5. Future Work
Amongst the early NN architectures, Rosenblatt’s Perceptron has found a prominent place, though it
suffers from the drawback of weight determination only for linearly separable task.

Fig. Final Decision Tree

We can carry out an analysis of applicability of other NN 5 like Back Propagation algorithm & its
variations, evolving neural networks for more optimized results.  Decision learning method does provide
significantly improved decision making for software team formation.

However there is still scope for further optimization for the same by means of fuzzyfication of the
DTL approach presented earlier. Genetic algorithms is another important paradigm in machine learning
which could be deployed for achieving further improvements and obtaining satisfactory results. Evolving

CHAUDHARY
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neural networks which combines the ANN approach with Genetic Algorithms 9 can be of much use in
eventual optimization of software formation process for software project management.

6. Conclusion
Using artificial neural network and DTL can carry out Teambuilding for software project management. Formation of
Software team from the available human resources for a candidate software project is among the most challenging tasks
faced by project managers. This software engineering work can be efficiently performed using ANNs and DTL.

7. REFERENCES
1 TOM M. MITCHELL, “Machine Learning”, the McGraw-Hill Companies, Inc., Chapter 3, Chapter 4.
2 Software Engineering, A Practitioner’s Approach By Roger S. Pressman. 6th edition “TATA McGraw”

Publication.
3 PANKAJ JALOTE, “An Integrated Approach to Software Engineering”.
4 SIMONE MARINAI , MARCO GORI, “Ar tificial Neural Networks for Document Analysis and Recognition,”

IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 27, NO. 1, pp.
23-35, JANUARY 2005.

5 KENNETH O. STANLEY  & RISTO MIIKKULAINEN , “Efficient Evolution of Neural Network Topologies,”
Proceedings of the 2002 Congress on Evolutionary Computation (CEC ’02). Piscataway, NJ: IEEE.

6 F K KARIBASAPPA, S PATNAIK , “Face Recognition by ANN using Wavelet Transform Coefficients,” Vol. 85,
May 2004, pp. 17-22.

7 S KUMAR, R KUMAR, B CHAKRAVORTY, C CHATTERJEE,N G PANDEY, “An Artificial Neural Network Approach
for Flood Forecasting,” IE(I) Journal-CP, Vol 84, November 2000, pp. 52-55.

8 L RAWTANI , J L RANA ,  LATE A K TIWARI, “ Shape Preserving ANN for Curve Fitting with Optimally Sized
Hidden Layer,”  IE(I) Journal-CP, Vol 85, November 2004, pp. 52-54.

9 M ITCHELL MELANIE,chapter 2, “An Introduction to Genetic Algorithms”.

A NOVEL METHODOLOGY FOR SOFTWARE TEAMBUILDING USING ANNS



Note for Contributors

SUBMISSION OF PAPERS

Contributions should be sent by email to Dr. Maneesha Shukla Editor-in-Chief, Anvikshiki, The Indian Journal of Research

(((((maneeshashukla76@rediffmail.com). ). ). ). ). www.onlineijra.com

Papers are reviewed on the understanding that they are submitted solely to this Journal. If accepted, they may not be
published elsewhere in full or in part without the Editor-in-Chief’s permission. Please save your manuscript into the
following separate files-Title; Abstract; Manuscript; Appendix. To ensure anonymity in the review process, do not include
the names of authors or institution in the abstract or body of the manuscript.

Title: This title should include the manuscript, full names of the authors, the name and address of the institution from which
the work originates the telephone number, fax number and e-mail address of the corresponding author. It must also include
an exact word count of the paper.

Abstract: This file should contain a short abstract of no more than 120 words.

MANUSCRIPT: This file should contain the main body of the manuscript. Paper should be between 5 to 10 pages in
lenth,and should include only such reviews of the literature as are relevant to the argument. An exact word count must be
given on the title page. Papers longer than 10 pages (including abstracts, appendices and references) will not be considered
for publication. Undue length will lead to delay in publication. Authors are reminded that Journal readership is abroad and
international and papers should be drafted with this in mind.

 References should be listed alphabetically at the end of the paper, giving the name of journals in full. Authors must check
that references that appear in the text also appear in the References and vice versa. Title of book and journals should be
italicised.

Examples:

BLUMSTEIN,A.and COHEN,J.(1973),’A Theory of Punishment’ Journal of Criminal Law and Criminology,64:198-207

GUPTA,RAJKUMAR(2009),A Study of The Ethnic Minority in Trinidad in The Perspective of Trinidad Indian’s Attempt to

Preserve Indian Culture, India: Maneesha Publication,

RICHARDSON,G(1985),Judicial Intervention in Prison Life’, in M. Maguire ,J. Vagg and R. Morgan, eds., Accountability

and Prisons,113-54.London:Tavistocs.

SINGH,ANITA.(2007),My Ten Short Stories,113-154.India:Maneesha Publication.

In the text,the name of the author and date of publication should be cited as in the Harvard system(e.g.Garland 1981:
41-2;Robertson and Taylor 1973;ii.357-9)If there are more than two authors, the first name followed by et al. is manadatory
in the text,but the name should be spelt out in full in the References. Where  authors cite them as XXXX+date of publication.

Diagrams and tables are expensive of space and should be used sparingly. All  diagrams, figures and tables should be in
black and white, numbered and should be referred to in the text.They should be placed at the end of the manuscript with
there preferred location indication in the manuscript(e.g.Figure 1 here).

Appendix: Authors that employ mathematical modelling or complex statistics should place the mathematics in a technical
appendix.

NOTE : Please submit your paper either by post or e-mail along with your photo, bio-data, e-mail Id and a self-addressed
envelop with a revenue stamp worth Rs.51 affixed on it. One hard copy along with the CD should also be sent.A self-
addressed envelop with revenue stamp affixed on it should also be sent for getting the acceptance letter. Contributors
submitting their papers through e-mail, will be sent the acceptance letter through the same. Editorial Board’s decision will
be communicated within a week of the receipt of the paper. For more information, please contact on my mobile before
submitting the paper. All decisions regarding members on Editorial board or   Advisory board   Membership will rest with
the Editor. Every member must make 20 members for Anvikshiki in one year. For getting   the copies of ‘Reprints’, kindly
inform before the publication of the Journal. In this regard, the fees will be charged from the author.

COPYRIGHT of the papers published in the Journal shall rest with the Editor.




